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abstract
This study was designed to evaluate an application selection process for a Master of Educa-
tion counselling program in Canada using the Many-Facet Rasch Model (MFRM) and 
Generalizability Theory (G-Theory). Current literature pertaining specifically to counsel-
ling admissions is essentially absent. This study investigated the items used to score and 
rank applicants as well as rater characteristics for each of the members of the application 
selection committee. The design, results, and findings have implications for admissions 
procedures and practices at other universities within Canada. Overall, the MFRM and 
G-Theory functioned as appropriate measurement tools for assessing counselling admis-
sion items, raters, and applicants. 

résumé
Cette étude a évalué l’efficacité du modèle de mesure à multi-facettes de Rasch (MFRM) 
et de la théorie de la généralisabilité lorsqu’appliqués à un processus de sélection d’appli-
cations pour un programme de maîtrise d’éducation en counseling au Canada. Il existe 
présentement un vide quant à la recherche se rapportant spécifiquement aux admissions 
dans des programmes de counseling. Ainsi, cette étude a examiné les éléments utilisés 
pour évaluer et classifier chaque demande, en plus de considérer les caractéristiques des 
évaluateurs pour chacun des membres du comité de sélection. La conception, les résultats, 
et les conclusions ont des implications pour les procédures et les pratiques d’admission 
dans d’autres universités au Canada. Dans l’ensemble, le MFRM et la théorie de la gé-
néralisabilité fonctionnaient comme des outils de mesure appropriés afin d’évaluer les 
éléments rattachés aux admissions dans un programme de counseling, soit les items, les 
évaluateurs et les candidats.

Departments and faculties in universities everywhere are faced with the chal-
lenge of deciding, usually on an annual or semiannual basis, which individuals 
should be offered the opportunity to study at their particular institution. The 
application selection process has become even more challenging for highly com-
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petitive graduate and professional programs where there are a large number of 
individuals applying for a limited number of available spaces. Given that the 
pressure to select the best possible candidates without bias continues to grow, 
graduate and professional schools are becoming increasingly interested in evalu-
ating the effectiveness of their own admissions processes to help ensure that their 
admissions processes are fair and accurate. Furthermore, not only do universities 
want selection methods that offer admission to those prospective students who 
have the desired qualities and characteristics needed for success in a particular 
program, but they also want to deny admission to applicants who may be prob-
lematic (Homrich, 2009). These dual purposes for admissions procedures exist 
because, in many graduate and professional programs, failure of candidates is not 
an option. 

University counselling programs provide one example of a professional 
program where the admission decisions are “high stakes.” In Canada, over 40 
universities have master’s-level programs in counselling and admit students an-
nually (Canadian Counselling and Psychotherapy Association, 2013). At most 
institutions, a large number of quality applicants vie for a limited number of 
spaces; therefore, selecting individuals who have strong interpersonal skills and 
are likely to complete the program within a timely fashion is challenging because 
the decisions are often based on fine distinctions. Due to the high-stakes com-
petitive nature of graduate programs, many applicants likely employ the strat-
egy of applying to multiple institutions. However, some applicants may receive 
multiple rejections as they are not ranked favourably according to any univer-
sity’s admissions standards. Given that a master’s degree is typically required to 
become certified as a counsellor, an inability to secure an admissions offer ends, 
at least temporarily, the applicant’s chances of a career in counselling. The pos-
sibility of never working in a career that one had hoped and prepared for makes 
the application process high-stakes. Typically, the preadmissions criteria used to 
screen potential counselling students are previous academic performance, writ-
ing ability, goals of the applicant, professional experience, and letters of reference 
(Corey, Corey, & Callanan, 2007; Nelson, Canada, & Lancaster, 2003). 

Unlike many other graduate programs that select applicants based solely on 
academic performance and research potential, the counselling application proc-
ess includes a combination of academic and nonacademic admissions criteria 
in the selection process, which at times can be difficult to accurately measure. 
Furthermore, given the responsibilities of the profession, there is a need to 
ensure that those students entering counselling programs, and subsequently 
the counselling profession, have a specific set of qualities and characteristics. 
Previous research examining the selection criteria for counselling admissions 
in Canadian contexts has largely focused on doctoral programs in counselling 
(Pass & Scherer, 1979). Current research investigating the admissions process 
of master’s-level counselling programs within Canadian institutions is essen-
tially nonexistent, which is problematic given that within Canada only a master’s 
degree in an accredited counselling program is required to become certified as 
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a counsellor. Therefore, admissions decisions made at the master’s level are a 
crucial form of gatekeeping because, once an applicant enters the program, the 
impetus is to keep the individual in the program, using mechanisms to remediate 
any deficiencies. Instances where programs have high proportions of individuals 
requiring remediation are problematic because time and resources are redirected 
toward supporting those requiring remediation. 

Counselling admissions processes, like many other admissions processes, rely 
specifically on trained professionals with experience and/or expertise in a specific 
area to aid in decision-making. The issue with using human beings in application 
selection is the subjectivity involved in the process. When people make judge-
ments there is often bias, whether identified or not, that influences how each 
individual views and interprets the suitability and quality of an applicant. There-
fore, for an admissions process that is accurate and reliable, utilization of re-
sources that can help minimize high levels of variation and inconsistency caused 
by subjectivity is crucial. Many objective forms of measurement exist that can 
be used to support decisions made by an application selection committee. Sta-
tistical information about persons (i.e., the applicants in this study), raters, and 
items—all known to be common sources of variation—are obtained using meas-
urement models. Such information is necessary to determine the extent in which 
persons, raters, and items differ, as the differences are often substantial. Further, 
knowledge about each preadmission item’s level of difficulty is worthwhile, to 
ensure that the measures used to screen counselling students are neither too easy 
or too difficult. When items used for admissions purposes are not appropriately 
matched to the ability levels of the applicants, the chances of selecting unsuitable 
candidates increase. Through the use of various measurement models, adjust-
ments can be made to control and correct for differences and inconsistencies 
found in the admissions process (Linacre, Wright, & Lunz, 1990). 

The purpose of our research was to assess the overall effectiveness of the Mas-
ter of Education counselling (MEDC) applicant selection process as it currently 
exists at one Canadian university. We approached assessment of the applicant 
selection process from a measurement perspective, using the Many-Facet Rasch 
Model (MFRM) and Generalizability Theory (G-Theory). Through an analysis 
of the items used to score applicants as well as the rater characteristics of each of 
the members on the application selection committee, we focused on the follow-
ing subquestions:

1. What are the characteristics of the items used to assess MEDC applicants, 
and are item difficulties appropriately matched to applicants’ ability levels? 

2. What is the rating behaviour of the faculty and students who participated 
in selecting applicants for the MEDC program both as individuals and as a 
group? 

The characteristics of the applicants (i.e., application files) are not explicitly 
discussed in this article, given that they are subsumed in the rater and item 
analyses.
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the many-facet rasch model

The Rasch model was designed to objectively analyze data by creating a scale 
that measures it consistently across a population. The Danish mathematician 
Georg Rasch created the original Rasch model in 1965, based on the principles 
of log-odds transformations and additive measurement (Stone, Beltyukova, & 
Fox, 2008). He used this model to examine person ability and item difficulty in 
dichotomously scored data (Rasch, 1980). The foundational element of the Rasch 
model was to identify persons and items that are not performing as expected. Since 
then, others have advanced the concept of Rasch modelling to create the Rating 
Scale Model (Andrich, 1978), the Partial Credit Model (Masters, 1982), and the 
MFRM (Linacre, 1989). 

The MFRM goes beyond person ability and item difficulty to measure other 
factors (severity of judges, differences in rating scales, and consistency across oc-
casions) that can interact within a testing situation (e.g., Chang & Chan, 1995; 
MacMillan, 2000). Hence, the MFRM is an effective measure of observed rater 
effects (e.g., Engelhard, 1994; Kim & Wilson, 2010; Linacre et al., 1990; O’Neill, 
1999; Wolfe, 2004). Rater effects are any systematic patterns of unconventional 
behaviour that exist within an individual’s rating practices (Wolfe, 2004). The 
most common forms of rater effects include halo, severity or leniency, and cen-
tral tendency (Eckes, 2005). A halo effect can occur in one of two ways: when a 
previous rater influences ratings of a subsequent rater (Linacre, 2010) or when a 
rater assesses a person holistically rather than on an item-by-item basis (Engelhard, 
1994). Severity is used to describe a rater who consistently rates below the mid-
point of a scale, while leniency is when a rater generally awards scores above the 
midpoint (Myford & Wolfe, 2004). Central tendency results when a rater overuses 
the middle categories, unintentionally avoiding the outermost categories (Myford 
& Wolfe, 2004). These rater effects create variability that results in different deci-
sions based on individual raters. Rater effects result in biased assessments, which 
lead to inaccurate applicant rankings. In the case of the counselling program, we 
used the MFRM to explore any rater effects that exist in the assessment of MEDC 
applicants.

generalizability theory

Cronbach, Glaser, Nanda, and Rajaratnam (1972) first introduced the concepts 
of G-Theory by extending the work done by Hoyt in 1941 (Kieffer, 1999). Us-
ing some of the same principles of traditional ANOVA, G-Theory uses variance 
components to represent the amount of error that comes from generalizing from a 
facets score to a universal score (Swiss Society for Research in Education Working 
Group, 2010). In any measurement situation, there is a desire to obtain scores that 
are able to accurately separate the performance of different examinees while also 
minimizing the variability in the other factors (e.g., items or raters). Variability in 
these other factors (facets) reduces the accuracy in the measurement of examinee 
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performance. G-Theory examines the extent to which each facet individually 
contributes to variation (error) in the measurement of a person’s overall score in 
order to obtain a better account of the person’s true ability, and thus makes in-
ferences that can be generalized back to the population. G-Theory measures the 
impact of these facets individually and among the interactions between each facet 
(Shavelson & Webb, 1991). 

Over the last decade countless studies have assessed and analyzed persons, 
raters, items, and occasions using G-Theory (e.g., Harik et al., 2009; Pedersen, 
Hagtvet, & Karterud, 2007; Smith & Kulikowich, 2004; Winne et al., 2006). 
More specifically, G-Theory has been applied to identify sources of variance in 
examination processes used to select applicants for specialized university programs 
(Atilgan, 2008; Oosterveld & ten Cate, 2004). Admissions processes, clinical as-
sessments, and licensure examinations are all high-stakes situations that strive to 
have standardized measures to avoid unfair advantages or disadvantages among 
individuals. Therefore, the need to be unbiased and consistent in high-stakes 
situations has prompted investigations about the generalizability of various facets 
(i.e., persons, raters, and items). Based on traditional ANOVA methods, G-Theory 
can separately evaluate multiple sources of measurement variance (Atilgan, 2008). 
Furthermore, by using G-Theory to examine all of the identified main effects and 
interactions individually, we can account for the unexplained sources of variability 
and produce a G-coefficient that reflects the true amount of variance associated 
with a person’s score (Shavelson & Webb, 1991). 

methods

Participants

Raters. The participants for our study were 3 faculty members and 2 graduate 
students who reviewed the applicants for a graduate counselling program and 
determined which applicants would be offered admission into the program. The 
3 faculty members were from the School of Education and taught in the counsel-
ling program. Two of the 3 faculty members were certified counsellors, while the 
third is a measurement specialist who taught statistics and supervised counselling 
research for over a decade. One faculty counsellor is now a tenured associate 
professor, while the other is a term assistant professor. Both have over 20 years of 
clinical counselling experience. The 2 graduate students were both near completion 
of their counselling degrees and graduated before the successful applicants entered 
the program. Both students performed in the top 5% of their peer group, worked 
as certified counsellors, and are presently engaged in doctoral studies. 

Applicants. The applicant pool consisted of applicants to the MEDC program. 
The population applying was roughly 80% female and 20% male. Applicants 
ranged in age from 22 to 55. Most applicants had previously obtained a bachelor’s 
degree in psychology, social work, criminology, or education. Finally, their levels 
of relevant work experience ranged from those with some volunteer experience 
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in a helping arena to those who had been employed in the counselling field for 
over 30 years. Approximately 20–35% of applicants are given a letter of offer in 
any given year. The size of the program is limited by the availability of suitable 
practicum placement opportunities in the small-medium-sized Canadian city 
where the university is based. 

Measures

Each application package consisted of (a) a grade-point-average (GPA), (b) 
relevant degree information, (c) written evidence of involvement with people 
in appropriate settings, (d) a written personal statement, and (e) three letters of 
reference. These preadmissions criteria were developed by faculty members in the 
School of Education and were consistent with measures used in previous years 
to select counselling students. The 3 faculty members and the 2 students rated 
every MEDC applicant on all of the preadmissions criteria, with the exception of 
GPA, using a series of 5-point scales. Applicants were rated on 10 items: relevant 
educational degree, writing ability, fit of personal goals with the MEDC program, 
work experience, suitability of first referee, quality of the applicant according to 
the first reference letter, suitability of second referee, quality of the second refer-
ence letter, suitability of third referee, and quality of the third reference letter. All 
5-point scales were similar in that a low value indicated less desirable performance 
and a high value indicated more desirable performance. For example, the scale 
used to assess competency of written communication consisted of 1 = very poorly 
written, 2 = poorly written, 3 = acceptable, 4 = well written, and 5 = very well writ-
ten. An overall score based on all of the application criteria was used to rank the 
applicants. The rank-ordering information generated throughout this study was 
used to make final decisions about who would be offered a seat in the program. 

Procedure

This study was reviewed and supported by the University’s Research Ethics 
Board. All 3 faculty members and 2 graduate students who reviewed the applica-
tions signed consent forms agreeing to participate in this research. Following the 
university’s established procedure, all applications were initially collected by the 
registrar’s office. Applicant packages of individuals who met the GPA require-
ment (as well as those individuals who did not meet the GPA requirement, but 
were specifically requested by the counselling coordinator) were forwarded to 
the Chair of the application selection committee, who checked them over and 
prepared them for the committee. In order to ensure anonymity of applicants, 
all application packages were coded for the participants by the Chair. The Chair 
had these applications photocopied, with all identifiers removed, for each of the 
committee members. A rater training session was developed and delivered by the 
first author, under the direction of the second author who possessed professional 
experience in rater training and protocol. The 3 faculty and 2 student raters all 
participated in a 3-hour rater training session, which described the established 
selection process and reviewed the 5-point scales used for rating applicants. Rater 
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training also included a discussion about some of the most common rating ef-
fects (halo, severity or leniency, and central tendency) that have been shown to 
be problematic. Following the training session, all raters were given copies of the 
application packages for the 49 candidates applying to the MEDC program. All 
applications were read and scored within a two-week period as agreed upon by the 
application selection committee. Once all 5 raters finished scoring every applica-
tion package, the packages were returned to the Chair of the selection committee 
and the raters met for an hour debrief and follow-up.

Data Analysis

GPA and all other ratings for each applicant were entered into an EXCEL file. 
The data obtained from the raters were analyzed using FACETS, version 3.03 
(Linacre, 1996) and EDUG, version 6.0 (Swiss Society for Research in Education 
Working Group, 2010). 

Rasch analysis. The research design was a fully crossed three-facet MFRM, ex-
amining applicants’ ability (based on the quality of their counselling application), 
the difficulty of the items on the 5-point scale, and the severity of all the raters on 
the application selection committee. The Rasch-Andrich Rating Scale, described 
in Linacre (2010), was employed. This measurement model was used for the 
analysis because it allows for examination of interactions between multiple facets. 
Each facet was examined to see the level of influence it had on the probability of 
a particular applicant scoring the way they did on specific items by various raters. 

Generalizability analysis. In addition to the Rasch analysis, we conducted a fully 
crossed two-facet (item and rater) generalizability analysis. The G-Theory analysis 
enabled us to examine the different sources of variability that existed within the 
admissions process (e.g., Shavelson & Webb, 1991). 

Results

Many-Facet Rasch Analysis 

The results of the many-facet Rasch analysis are best shown using a Wright 
Map (Figure 1). The far left column (Measr) is the logit scale used to measure all 
of the facets within the design. The second column (+Student) is the distribution 
of the applicants; most of the applicants were situated within the 0 to 2 region 
on the logit scale, indicating that the applicants were judged proficient. The third 
column (-Program) contains the program status: full-time or part-time studies, 
which in Figure 1 demonstrates that the full-time and part-time applicant pools are 
of equal ability given their location on the logit scale. The fourth column (-Rater) 
is the rater facet. Notice that all of the raters were positioned around the 0 logit 
mark. Those raters above 0 logits would be considered more severe (see R1 and 
R3), while those below 0 logits would be considered less severe (see R4 and R5). 
These differences, although visible, are relatively small. The fifth column (-Items) 
represents the item difficulties; more difficult items are in the positive logit region 
(e.g., item 4: work experience) and the less difficult items are in the negative logit 
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Figure 1.  Wright variable map for relationships among facets for counselling applicants.   
 
|Measr|+Student|–Program    |–Rater  |–Items  |S.1  | 
+   3 +        +            +        +        +(5)  + 
|     |        |            |        |        |     | 
|     |        |            |        |        |     | 
|     | *      |            |        |        |     | 
|     |        |            |        |        |     | 
|     |        |            |        |        |     | 
|     |        |            |        |        |     | 
|     |        |            |        |        |     | 
|     | **     |            |        |        | ––– | 
|     |        |            |        |        |     | 
+   2 +        +            +        +        +     + 
|     |        |            |        |        |     | 
|     | *      |            |        |        |     | 
|     | *      |            |        |        |     | 
|     | ****   |            |        |        |     | 
|     | ***    |            |        |        |     | 
|     | ****   |            |        |        |     | 
|     | *****  |            |        |        |     | 
|     | *****  |            |        |        | 4   | 
|     | ****   |            |        |        |     | 
+   1 + ****   +            +        +        +     + 
|     | *      |            |        |        |     | 
|     | ****   |            |        | 4      |     | 
|     |        |            |        |        |     | 
|     | ****   |            |        |        |     | 
|     | *      |            |        |        |     | 
|     | **     |            |        | 8      | ––– | 
|     |        |            |        | 1   10 |     | 
|     |        |            |        | 2      |     | 
|     | *      |            | R1  R3 | 6      |     | 
*   0 * *      *  FT    PT  * R2     *        *     * 
|     |        |            | R4     |        |     | 
|     |        |            | R5     | 3      | 3   | 
|     | *      |            |        |        |     | 
|     |        |            |        | 9      |     | 
|     |        |            |        |        |     | 
|     |        |            |        | 7      |     | 
|     |        |            |        |        | ––– | 
|     |        |            |        |        |     | 
|     |        |            |        | 5      |     | 
+  –1 +        +            +        +        +(1)  + 

 

Figure 1.
Wright variable map for relationships among facets for counselling applicants
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region (e.g., item 5: first referee’s suitability). The final column (S.1) allows the 
applicant distribution to be viewed on the 5-point scale. 

The MFRM operates under the assumption that multiple observations can be 
viewed as one theoretical construct (Bond & Fox, 2007). It appears that all of the 
criteria items used to assess prospective MEDC students (degree, writing ability, 
goals, work experience, referee quality, and suitability) fit within a unidimensional 
construct. Unidimensional construct is a measurement term used to describe situa-
tions when a single concept (e.g., suitability for MEDC program) underlies a set 
of items. A summary of the item characteristics and their facet statistics are located 
in Table 1. The Rasch model is often used to identify aspects of a particular facet 
that are not fitting; it does this by producing a set of Fit indices: Infit and Outfit 
values. According to Engelhard (1992), an acceptable range for Infit and Outfit 
statistics is 0.5 to 1.5. Typically, high Infit and Outfit statistics are indicators of 
multidimensionality within a facet. The work experience item had the highest Infit 
and Outfit value of 1.50, which is on the border of what would be considered an 
acceptable range. These statistics suggest that either the work experience item is 
functioning differently across the population of MEDC applicants or the raters 
are more erratic in the way they are viewing applicants’ work experience. When 
the scale point difficulties were analyzed, our decision to analyze the items using 
the rating scale model rather than the partial credit model was supported.

Table 1
Items Measurement Report

Obsvd Fair Model Infit Outfit
Average Average Measure S.E. MnSq ZStd MnSq ZStd Nu Items

 3.8  2.96   .26  .08 0.6 –4 0.6 –4 1  Degree

 3.8  3.02   .19  .08  1.0  0 1.0  0 2  Writing Ability

 4.1  3.38  –.24  .09  0.9  0 0.9  0 3  Fit of Goals

 3.4  2.40   .84  .07  1.5  4 1.5  4 4  Work Experience

 4.4  3.82  –.87  .10  1.2  1 1.1  1 5  R1:Suitability

 3.9  3.08   .13  .08  0.9  0 1.0  0 6  R1:Quality

 4.3  3.66  –.63  .09  1.2  2 1.2  2 7  R2:Suitability

 3.7  2.84   .38  .08  0.8 –2 0.8 –2 8  R2:Quality

 4.2  3.46  –.35  .09  1.2  1 1.2  1 9  R3:Suitability

 3.8  2.93   .30  .08  0.8 –2 0.8 –2 10 R3:Quality

Adj S.D. .48 Separation 5.67 Reliability .97
Fixed (all same) chi–square: 320.7 d.f.: 9 significance: .00
Random (normal) chi–square: 9.0 d.f.: 8 significance: .34

Items. The items “R1, R2, R3, Suitability” are based on the raters’ judge-
ments about the suitability of the referees that provided references. Most 
referees were rated as well suited to comment on the appropriateness of the ap-
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plicants. Conversely, the raters interpreted the referees’ comments relatively se-
verely, producing Fair Average measures of 2.84 to 3.08. The Fair Average values 
represent the standardized average for an item that is produced after taking into 
account measures from the other facets (Linacre, 2012). Overall, the relevant 
degree, writing ability, and fit of personal goals with the nature of the counsel-
ling program were all average items situated closely around the 0 logit mark. 
The fixed (all same) chi-square of 320.7, df = 9 was found to be statistically 
significant (p < .005). This information solely suggests that the items differed in 
terms of difficulty, which indicates that the MEDC applicants were rated across 
a set of items designed for a broader range of ability levels. Furthermore, all of 
the item scores together produced a separation ratio of 5.67 and a reliability 
coefficient of 0.97, providing further evidence that each of the 10 items varied 
in difficulty. 

Raters. The rater measurement report (Table 2) describes the behaviour of 
each of the 5 raters. Myford and Wolfe (2004) suggest that in situations that 
involve high-stakes decision-making, the Fit indices should be more stringent, 
adjusted to 0.8 to 1.2. We do not use this same stringency for items, as more 
variation is expected across items to appropriately capture the range of appli-
cants’ abilities. Ideally, when it comes to raters, we want no inconsistency at all, 
which is why the Fit indices are stricter. The Infit scores for the raters ranged 
from 0.80 to 1.30 and the Outfit scores ranged from 0.80 to 1.20. Although 
there is a wide range in the Fit values produced by raters, it would still be justi-
fied to state that the Infit and Outfit statistics fell within the generally accepted 
region. One student rater and one faculty rater both displayed ratings (Infit = 
0.8; Outfit = 0.8) that would be “cramped” or “information poor,” likely due to 
a central tendency effect. The other student rater demonstrated opposite rating 
behaviour (Infit score = 1.30 and Outfit score = 1.20), suggesting that the rat-
ings given by this rater would be more erratic. Nonetheless, none of the raters’ 
Infit or Outfit statistic values warranted removal of a rater or a re-marking of 
any applicant files. 

Table 2
Rater Measurement Report  

Obsvd Fair Model Infit Outfit
Average Average Measure S.E. MnSq ZStd MnSq ZStd Nu Items

 3.8  3.06   .15  .08 0.6  0 1.1  1 1 Faculty Counsellor (New)

 3.9  3.18   .01  .08  0.6 –3 0.8 –2 2 Faculty Counsellor

 3.9  3.11   .09  .09  0.6  0 1.0  0 3 Faculty Non-Counsellor

 4.0  3.26  –.09  .07  0.6 –2 0.8 –3 4 Student Counsellor I

 4.0  3.32  –.16  .08  0.6  4 1.2  3 5 Student Counsellor II

Adj S.D.    .10  Separation  1.63  Reliability  .73
Fixed (all same) chi–square: 18.1  d.f.: 4  significance: .00
Random (normal) chi–square: 4.0  d.f.: 3  significance: .26
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The most severe rater (R1) had a measure of 0.15 and the most lenient rater 
(R5) had a measure of –0.16, producing a spread of ±0.16 logits, which is roughly 
one third of a logit difference between the most lenient and most severe rater. 
This disparity suggests that the raters were fairly homogeneous when it came 
to rating the applicants. However, the fixed (all same) chi-square of 18.1, df = 
4, was statistically significant (p < .005), suggesting that there are notable rater 
differences. The separation ratio of 1.63 and the separation reliability coefficient 
of .73 also indicate that the raters were somewhat different in their view of the 
MEDC applicants across the 10 preadmission items. The Rasch interrater reli-
ability (IRR) was .27 (1 - .73). Neither rater percent agreement nor a Cohen’s 
kappa was calculated. For this study we used a fully crossed design, which means 
that all applicants were rated by both the most lenient and most severe raters. 
However, in situations where the design is not fully crossed, the reliability coef-
ficient would need to be lower in order to ensure fairness for all the applicants. 
The lower the reliability coefficient, the more confident we can be in the results, 
given that a reliability coefficient of zero indicates no difference between any of 
the raters (Sudweeks, Reeve, & Bradshaw, 2005). Although the 2 student raters 
demonstrated more leniency and more variability according to fit statistics, these 
characteristics are of a magnitude that should not preclude these 2 student raters 
from further applicant rating events.

Generalizability Analysis

This G-Theory study is considered a two-facet (items by raters) fully crossed 
design. The applicants are not defined as a separate facet because they are the “ob-
ject of measurement.” The important information determined through a G-theory 
analysis is the variance components for the object of measurement, the facets, and 
the interactions between the facets and the object of measurement. These variance 
components are shown in Table 3. 

Table 3
Estimated G Study Variance Components

  Components
Source Variance Component          % df SE
Persons (P) 0.0958       11.3         48 0.0224
Raters (R) 0.00427         0.5           4 0.00356
Items (I) 0.0665         7.9           9 0.0379
P * R 0.0775         9.2       192 0.00794
P * I 0.257       30.4       432 0.0217
R * I 0.0416         4.9         36 0.0110
P * R * I 0.303       35.8    1728 0.0103
G coefficient  relative 0.86
G coefficient  absolute 0.85
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The variance component for the object of measurement (i.e., applicants) was 
0.096, accounting for approximately 11% of the total variance. Ideally, this vari-
ance component should be higher, indicating the application process provided 
greater separation among the applicants. Typically, greater separation results in 
higher G coefficient values. The variance component for items reflects differences 
between each of the 10 items. The variance component for items was 0.067, ac-
counting for approximately 8% of the total variance. Noteworthy for the consist-
ency of decisions regarding applicants is the relatively high variance component 
(0.26) for the applicant-by-item, which revealed that the items ranked applicants 
differently. The fact that each applicant obtained relatively different scores on the 
different items makes selection decisions more difficult. 

In contrast, the variance component for raters was 0.0043 (0.5%), indicating 
similar use of the rating scales by the raters. Similarly, the rater-by-item interaction 
was also a comparatively small percentage 4.9% (0.042) of the overall variance, 
indicating that the raters used the scale consistently on each item. Of importance 
for the consistency of the selection process of applicants, the variance component 
for the raters-by-applicants interaction was 0.078 (9.2%). This value suggests that 
the raters differed somewhat in the way they viewed and scored each applicant, 
reducing the consistency of the rating process of applicants. 

Lastly, the residual variance component contains any other variability in the 
scoring process, including the interactions among applicants, raters, items, and 
any other facets not included. Ideally, the residual should be small compared to 
the other variance components. Unfortunately, the residual variance component 
accounted for the largest portion of variance (0.30 and 35.8% of the total vari-
ance). Almost 36% of the variability in applicants’ scores cannot be fully accounted 
for, thus reducing the consistency in the application process. 

The results from this study produced a G coefficient of 0.86, which indicates the 
amount of variance associated with each applicant’s score based on the universal 
score. The Swiss Society for Research in Education Working Group (2010) sug-
gests that an acceptable G coefficient is one that is greater than or equal to 0.80. 
According to these standards, this study produced a G coefficient that adequately 
supports the precision of the measures produced. The relative G coefficient was 
used as opposed to the absolute G coefficient because the behaviour of each indi-
vidual applicant is viewed in relation to the behaviour of all the other applicants.

Discussion

The primary goal of our research was to assess the overall effectiveness of an 
applicant selection process for a MEDC program at one Canadian university, a 
selection process we believe is widely used in other Canadian institutions, but 
typically not subjected to scrutiny. This process necessarily included an analysis 
of rater behaviours, item characteristics, and to a lesser degree applicant behav-
iours. The MFRM and G-Theory were chosen because of their abilities to provide 
relevant and credible information about rater, item, and applicant consistencies. 
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Although comparisons between the Rasch and generalizability analyses were made, 
a detailed comparison was not provided, as direct comparisons illustrating that 
the effectiveness of these models has already been extensively researched (e.g., 
MacMillan, 2000).

The Items Used for Selecting Applicants

Based on the MFRM, it appears the items differed in terms of difficulty. The 
Fit indices of the items also suggest the presence of an underlying unidimen-
sional construct. The most difficult item was the work experience item (0.84 
logits); this was not entirely unexpected given the range of applicants’ relevant 
experience. A vast majority of the MEDC applicants had recently completed 
an undergraduate degree and did not yet have the opportunity to gain relevant 
work experience in a helping profession. The least difficult item was finding one 
suitable referee to support the applicant pursuing admission into the MEDC 
program (-0.87 logits).

Furthermore, the MFRM also identified potentially problematic items. Items 
are problematic when they function differently across a population or when 
their level of difficulty is not appropriately matched to a person’s ability. For 
example, the work experience item was potentially misfitting based on the Mean 
Square Fit values (Infit = 1.5 and Outfit = 1.5). Subsequently, we linked these 
values to the full-time and part-time status of applicants and discovered that the 
full-time and part-time applicants were separated on this measure. The work ex-
perience item was functioning differently across the pool of MEDC applicants 
and was biased toward the full-time applicants who typically did not have as 
much work experience as the part-time applicants. In contrast, the relevant de-
gree item (0.26 logits) had extremely low Infit (0.6) and Outfit (0.6) statistics, 
suggesting this item was too predictable. In other words, this item was scored 
with a level of consistency that was far superior to the other items. Hence, a 
single rater—for example, an administrative assistant or one of the current 
raters who was previously taught how to use the scale for this item—could likely 
score this item. The high separation ratio (5.67), which indicates the differences 
among the items were more than five times greater than the errors associated 
with the measurement model, and reliability index (0.97) for the items suggests 
the items measured different aspects of the applicants’ overall admission and 
captured different traits. 

The G-Theory analysis provided further evidence regarding the application 
process for this particular MEDC program. Specifically, the G-Theory analysis 
demonstrated that the items varied slightly by showing that 7.9% of the variance 
was due to the items facet. Of some concern is the relatively high applicant-by-
item interaction (30.4%). There is a relatively large amount of variability that can 
be attributed to differences in each applicant’s scores across the different items. 
The fact that each applicant received diverse scores on different items suggests that 
some items are functioning differently for the various groups (i.e., full-time and 
part-time) of MEDC applicants. 
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The combined MFRM and G-Theory analyses indicate that the items used in 
the application process do not provide a fully consistent measure of each applicant. 
One likely explanation is that the items appear to measure somewhat different 
traits among the applicants. Hence, our findings highlight the importance of using 
different items to select the most desirable applicants. Using this approach (i.e., 
conjunctive, which has a unique standard defined for each item) for admissions 
purposes requires applicants to demonstrate excellence across all the preadmissions 
criteria. However, in this particular case, as well in most admissions processes, a 
compensatory model was used. A compensatory model combines the results from 
each of the items to produce a single score for each applicant and that combined 
score is subsequently used with respect to making admission decisions. The issue 
that arises when items are combined is that some of the strengths and weaknesses 
of applicants are hidden as the candidate is now assessed holistically. By combin-
ing preadmissions items, applicants’ high score on one item can compensate for 
their poor score on another item, which is problematic as it does not necessarily 
lead to the best possible candidates being accepted. 

The Raters Who Reviewed the Applicants

Five raters participated in this study: 3 faculty members and 2 students. 
As far as the rater analysis was concerned, the Rasch was most informative in 
providing information about how each rater behaved individually. The rater 
measurement report indicated a 0.31 logit spread among the 5 raters. A 0.31 
logit spread is relatively low, considering the diversity of knowledge and experi-
ence among the raters. The separation ratio (1.63) and reliability index (.73) 
for raters suggest differences, albeit relatively small ones, among the 5 raters. 
The Rasch analysis showed that the most severe rater (0.15 logits) was a new 
faculty member who had a counselling background but no previous experience 
with the admissions process at this particular institution. The next most severe 
rater (0.09 logits) was another faculty member, one who did not have a counsel-
ling background but had considerable experience with this process. The faculty 
member who had a counselling background and was familiar with the applica-
tion process was situated in the middle of the 5 raters (0.01 logits). Overall, the 
2 student raters were the most lenient of all the raters (-0.09 and -0.16 logits), 
with the first being overly constrained and the other being somewhat erratic ac-
cording to the fit statistics. 

The G-Theory analysis attributed 0.5% of the variance components to raters, 
which indicated that the raters scored the applicants fairly consistently as there was 
little variation due to rater differences. The small amount of variance accounted 
for by the rater-by-item interaction (4.9%) suggested that all of the raters used 
the rating scale similarly for each item. These results support the use of a less than 
fully crossed rater-by-applicant design. However, the 9.2% variance component for 
the rater-by-applicant interaction may indicate otherwise. This rater-by-applicant 
G-Theory variance component shows that the raters slightly differed in how they 
scored various applicants. 
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Conclusions

After an exploration of the relationship between the MFRM and G-Theory, 
it appears that each methodology has its prevailing strengths and weaknesses. 
The strengths of the Rasch model included greater detail when focusing on the 
individual characteristics of each facet and supplying error indicators for each 
element, as well as a remarkable ability to handle small sample sizes. Some of the 
weaknesses of the Rasch model relate to its simplicity. The Rasch model is not 
overly complicated, which has some researchers convinced that it is not a viable 
model. Also, the lack of concrete rules relating to sample size and fit statistics has 
been a source of frustration. The strengths of the G-Theory included the ability to 
provide variance components for each facet’s main effect and all possible interac-
tions, the freedom to make relative or absolute decisions, and the decision studies 
feature (not included in this study), which displays reliability measures for various 
future designs. G-Theory is also able to produce group statistics for various facets, 
which can be generalized to the broader population. Some of the weaknesses of 
G-Theory have to do with its inability to provide specific details about individual 
characteristics within a facet. 

According to the Rasch and G-Theory analyses, the items used to evaluate 
MEDC applicants were fitting in their ability to measure various aspects of a 
unidimensional construct. The range in item difficulties (0.84 to -0.87 logits) 
suggests a sufficient spread in the items measuring counselling applicants. How-
ever, the level of item difficulty in relation to applicants’ ability suggest that some 
applicants were outperforming the admission items, as the items appeared to be 
targeting more applicants on the lower half of the population (see Figure 1). As 
indicated by the G-Theory results, the amount of variance attributed to the main 
effect of applicants was relatively low (11.3%), suggesting some homogeneity 
in the sample. The reasoning for this correspondence is that in homogeneous 
populations, raters have a harder time differentiating between applicants and thus 
usually produce lower G coefficient values. This is a common issue with admission 
criteria in very competitive graduate and professional programs, as most applicants 
are highly qualified and suitable based on the admissions criteria. Where this be-
comes challenging is deciding whether or not to alter the difficulty levels of items 
to hopefully better separate the applicants. In some cases (e.g., relevant degree), 
this might require all applicants seeking admission into the MEDC program to 
have at least a master’s, if not a PhD prior to being accepted. Not only are these 
standards unrealistic, but they do not actually guarantee that those best suited for 
the counselling profession will be admitted. The other alternative to dealing with 
the discrepancy between applicants’ ability levels and item difficulties would be 
to revise the rating scale to reflect the high quality of applicants such programs 
receive. In considering the rating behaviour of the participants on the selection 
committee, both the Rasch and G-Theory analyses suggested that the raters were 
consistent as individuals and suitable as a group (0.31 logit spread, .73 reliabil-
ity index, and p < .005; 0.5% variance for rater main effect, 9.2% variance for 
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applicant-by-rater interaction, and 4.9% for rater-by-item interaction). Besides 
some notable differences between the faculty and student raters, it appears that the 
raters used in the MEDC application selection process showed minimal variation 
and were fairly consistent in their behaviour.

In conclusion, the MFRM and G-Theory both have prevailing strengths. Each 
methodology was designed with an idea of the optimal conditions that would 
warrant the use of that particular methodology. Research in the area of measure-
ment requires researchers to make judgements as to whether the measurement 
context is appropriately suited to the methodology. Sometimes one methodology 
is not sufficient to adequately measure all of the questions that a researcher has. 
Therefore, with any analysis, it may be necessary to find two or more measurement 
models that can be combined to make the most out of the information situated 
within the data. 

Limitations of the Design

The G-Theory analysis produced a large residual variance component of 35.8% 
for the 49 applicants, which is a source of concern considering the design and the 
amount of information that was accumulated by simultaneously employing two 
different measurement models. The small sample size makes it unclear as to what 
unexplained factors are responsible for such a high variance component. Further-
more, no follow-up interviews were conducted with any of the raters that may 
help account for such differences. That this was the first time any assessment of 
the MEDC admissions criteria occurred also makes it difficult to support specific 
claims about the reliability of the application selection process. 

Recommendations for Future Research

The application selection committee could investigate and experiment with 
other potential items, such as adding a supplementary item to settle the variability 
of the work experience item or removing the relevant degree item from the rating 
scale and having the relevant degree coded by one person. Also, a reliability study 
including an examination of rater drifts (i.e., the rating behaviour and patterns 
that change over time) would be worthwhile. One of the most common facets 
analyzed with both Rasch analysis and G-Theory is occasions (i.e., ratings over 
time), which was not utilized in this particular study. As the data for this study 
were gathered on only one occasion, the opportunity to examine item difficulty, 
rater behaviour, or applicant quality over any period of time was not possible. 
Finally, a validity study tracking the successful MEDC applicants throughout their 
program would also provide valuable information about how well the application 
selection process is currently operating. 

Enhancing the Assessment of MEDC Applicants

Every year admissions processes have the difficult task of identifying the best 
applicants for a particular MEDC program. One of the aspects that makes the 
application selection process challenging is the unique rating behaviour of indi-
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viduals, which is often a main source of variability within assessments. Undesired 
variability in the assessment of MEDC applicants is problematic as it can threaten 
the validity and fairness of an admissions process. Therefore, regularly collecting 
admissions data and monitoring the assessment of MEDC applicants for both 
applicant quality and rater consistency is beneficial in enhancing the MEDC 
admission process used at any institution. 

This article described two different approaches that individuals can use in order 
to evaluate the selection process of MEDC applicants at their own institutions. 
Through the use of G-Theory, individuals can obtain information about how much 
variance is attributable to raters, items, and the applicants themselves. Alterna-
tively, the MFRM showed how to obtain specific information about individual 
raters, items, or applicants. Furthermore, the MFRM can correct for differences 
in severity among raters. Being able to identify rater differences or potentially 
misfitting items is most advantageous, as the information obtained about raters 
or items can be used to make adjustments and facilitate communication among 
individuals at a particular institution. 

For example, during the assessment of MEDC applicants at the participating 
institution, a conversation occurred among the raters regarding the values inherent 
in the MEDC program (e.g., preparing practitioners to work in underserviced 
regions). This conversation was facilitated by the results of the Rasch analysis, 
which highlighted noteworthy differences observed between faculty and student 
raters on the work experience admissions item. Rater agreement in the selection 
of MEDC applicants is not always necessary, as different raters might distinguish 
between applicants using various approaches; however, it is imperative that raters 
are given an opportunity to communicate how they are uniquely seeing individual 
MEDC applicants. 

Graduate and professional programs with sound admissions processes are gener-
ally the ones that have a well-articulated purpose for their program and provide 
individuals involved in applicant selection the opportunity to clearly communicate 
what attributes, characteristics, and experiences are valued in prospective students 
applying to a particular MEDC program. Assessing the admissions processes of 
individual MEDC programs helps not only to ensure that admissions processes 
are fair and accurate, but also promotes the selection of applicants who are most 
suitable for a particular program and hopefully one day the counselling profession. 
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